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ABSTRACT: The cycloadditions of tetrazines with cyclo-
propenes and other strained alkenes have become among the
most valuable bioorthogonal reactions. These reactions lead to
bicyclic Diels−Alder adducts that spontaneously lose N2. We
report quantum mechanical (QM) and quasiclassical trajectory
simulations on a number of these reactions, with special
attention to stereoelectronic and dynamic effects on
spontaneous N2 loss from these adducts. QM calculations
show that the barrier to N2 loss is low, and molecular dynamics
calculations show that the intermediate is frequently bypassed
dynamically. There is a large preference for N2 loss anti to the cyclopropane moiety rather than syn from adducts formed from
reactions with cyclopropenes. This is explained by the interactions of the Walsh orbitals of the cyclopropane group with the
breaking C−N bonds in N2 loss. Dynamical effects opposing the QM preferences have also been discovered involving the
coupling of vibrations associated with the formation of the new C−C bonds in the cycloaddition step, and those of the breaking
C−N bonds during subsequent N2 loss. This dynamic matching leads to pronounced nonstatistical effects on the lifetimes of
Diels−Alder intermediates. An unusual oscillatory behavior of the intermediate decay rate has been identified and attributed to
specific vibrational coupling.

■ INTRODUCTION

Since the initial report of inverse-electron-demand Diels−Alder
reactions of tetrazines by Carboni and Lindsey in 1959,1

extensive investigations of Diels−Alder reactions of tetrazines
with a wide range of dienophiles have been reported, including
applications in total synthesis.2−9 Sauer reported systematic
kinetic studies of tetrazine cycloadditions to many types of
alkenes and alkynes (Scheme 1) and large rate constants of
Diels−Alder reactions between tetrazines and strained cyclic
alkenes such as cyclopropene and trans-cyclooctene.3

Two decades later, these extremely rapid cycloaddition
reactions have been applied to bioorthogonal chemistry. Fox
and Hilderbrand reported the success of tetrazine cyclo-
additions in live cell imaging, using trans-cyclooctene and
norbornene as dienophiles.10,11 Since then, other strained
alkenes and alkynes have been proposed and tested in the
context of bioorthogonal reactions.12−14 Among them, cyclo-
propene derivatives are receiving much attention because of

their small sizes and low hydrophobicities, properties that lead
to easy manipulation and good bioorthogonality.15

Our group explored theoretically the reactivities of tetrazines
with strained alkenes in Diels−Alder reactions, and our
interpretations and predictions have been confirmed by
experimental observations.16−18 We have shown that the
rapid rates of reactions of strained alkenes in Diels−Alder
reactions with tetrazines originate in the ease of distortion of
cyclopropenes into transition state (TS) geometries. Theoreti-
cal studies have focused on the Diels−Alder cycloaddition step,
although subsequent N2 loss and tautomerizations invariably
occur in real systems.
Here we report quantum mechanics (QM) and quasiclassical

trajectory (QCT) studies on the reactions between tetrazine
and a series of alkenes, with cyclopropene being a key
representative due to the importance of cyclopropenes in
bioorthogonal chemistry.17 As a first step in understanding the
dynamics of this process, the current QCT calculations are gas-
phase simulations in the absence of explicit solvent molecules.
We first describe the QM potential energy surfaces (PESs)

for the reactions between the parent tetrazine and cyclic and cis-
alkenes. These and Birney’s earlier19 calculations with alkynes
reveal low barriers and high exothermicities for loss of N2.
Although loss of N2 proceeds with a very low barrier, we
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Scheme 1. Reactions of Tetrazines with Alkenes
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discovered a very large and unexpected regioselectivity in N2

loss from cyclopropene Diels−Alder adducts. A detailed QCT
study using density functional theory (DFT) forces for the
reaction between parent tetrazine and cyclopropene was then
carried out. These simulations uncovered significant non-

statistical dynamic effects on the lifetimes of the Diels−Alder
intermediates and an unusual coupling of vibrational modes to
decomposition rates. These studies are related to previous
reports by Carpenter and others on the dynamics of N2

extrusion to form diradicals,20 although our systems are all

Figure 1. Energetics of the reaction of tetrazine and ethylene. Free energies (ΔG, in kcal mol−1) at 298 K for each structure were calculated at the
M06-2X/6-31G(d) and B3LYP/6-31G(d) (in parentheses) levels.

Figure 2. Geometries of tetrazine (1) and the transition structures and intermediate for the reaction with ethylene, calculated at the M06-2X/6-
31G(d) level. Heavy-atom bond distances are shown in Å.

Figure 3. Energetics of the reaction of tetrazine and cyclopropene. Free energies (ΔG, in kcal mol−1) at 298 K for each structure were calculated at
the M06-2X/6-31G(d) and B3LYP/6-31G(d) (in parentheses) levels.
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closed-shell throughout the whole reaction coordinate. Despite
the very well-known dominant closed-shell character of these
and related species, as a reviewer noted, the participation of
radicals in this process cannot be conclusively ruled out in the
absence of multi-reference calculations.

■ RESULTS

Potential Energy Surfaces for the Reactions of
Tetrazines with Alkenes. The reaction between parent
tetrazine and ethylene was studied first. Figure 1 shows the
reaction pathway starting from parent tetrazine (1) and
ethylene (2a), going through a TS, 3a‡, to form bicyclic
intermediate 4a, and then through a retro-Diels−Alder TS, 5a‡,
to form product 6a. This product can tautomerize into the
more stable 7a. These data indicate that the Diels−Alder
cycloaddition is the rate-determining step, and that the barrier
for the subsequent loss of N2 is very small. Such a small barrier
and large exergonicity of N2 extrusion was also reported in a
theoretical study of reactions between tetrazines and ethynyl-
amine.19 The computed geometries of tetrazine (1), transition
structures 3a‡ and 5a‡, and intermediate 4a are shown in Figure
2.
We also explored the analogous reaction of tetrazine and

cyclopropene and its energetics as shown in Figure 3. For
reasons described earlier,16−18 cyclopropene reacts more readily
than ethylene or less-strained cis-disubstituted alkenes to yield
intermediate 4b, which undergoes retro-Diels−Alder reaction
through 5b‡ to form 6b.
This 3,4-diazanorcaradiene (6b) can undergo electrocyclic

opening into 7b, although with the parent tetrazine, this is an
endergonic process.21 As observed with ethylene, the rate-
determining step for the reaction between tetrazine and
cyclopropene is the initial cycloaddition. The subsequent N2
extrusion is predicted by these calculations to be highly
selective depending on whether the leaving N2 is syn or anti to
the cyclopropane moiety in 4b. The loss of N2 located anti to
the cyclopropane ring (5b‡_anti) is favored over the syn
pathway (5b‡_syn), by about 9 kcal mol,−1 which would

correspond to a million times faster rate at room temperature.
The products of both reaction pathways are, in this case,
identical. The relevant structures calculated for these reactions
are shown in Figure 4.
The reactions between tetrazine and cyclobutene, cyclo-

pentene, and cis-butene were also studied. The free energies
calculated for these reactions are summarized in Table 1. As
noted previously by our group for related reactions,18 the
cycloaddition step is highly influenced by the ease of alkene
distortion. The activation barriers calculated here are highest
for cis-butene (24 kcal mol−1) and cyclopentene (26 kcal
mol−1), lower for cyclobutene (21 kcal mol−1), and lowest for
cyclopropene (17 kcal mol−1). Ethylene is somewhat more
reactive than the more sterically hindered and alkyl-stabilized
cis-butene in spite of the greater electron-richness of the latter.
More relevant to this work, the preference for anti loss of N2
decreases as the size of cycloalkene reactant increases. The
preference changes from ΔΔGanti/syn = 9 kcal mol−1 for
cyclopropene to 4, 3, and 0 kcal mol−1 for cyclobutene,
cyclopentene, and cis-2-butene, respectively.
The validity of the theoretical methods used in the QM

calculations, and subsequently in the QCT studies, was
confirmed by performing higher-level calculations with a
long-range corrected functional including an empirical
correction to dispersion (ω-B97x-D),22 and a correlated wave
function method (SCS-MP2);23 the larger basis set 6-
311+G(2d,p) was used (see Supporting Information).
B3LYP/6-31G(d), M06-2X/6-31G(d) and ω-B97x-D/6-
311+G(2d,p) gave similar results in terms of the topology of
the PES. As expected, with SCS-MP2/6-311+G(2d,p) the
activation barriers were lower, but the complete anti/syn
selectivity with cyclopropene was maintained (ΔΔG⧧

anti/syn ≈ 7
kcal mol−1).
Also, due to the poorly polar character of all the species

involved in the calculated pathways (0−5 D), the influence of
solvent polarity in the relative energies was calculated to be
negligible even after geometry re-optimization in water using a
continuum solvation method (PCM,24 see Supporting In-

Figure 4. Geometries of transition structures 3b‡, 5‡b_syn, and 5b‡_anti and intermediate 4b calculated at the M06-2X/6-31G(d) level. Heavy-atom
bond distances are shown in Å.

Table 1. Free Energies (ΔG, in kcal mol−1) at 298 K Calculated with M06-2X/6-31G(d) for the Stationary Points in the
Reactions of Tetrazine with Ethylene and Substituted Alkenes; B3LYP/6-31G(d) Results Are Shown in Parentheses
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formation). In view of these results, the propagation of the
QCTs in the gas phase at the computationally affordable
B3LYP/6-31G(d) level, is justified.
Figure 5a shows a top view of 5b‡_anti and the σ* and σ

Walsh orbitals of the cyclopropane ring,25 along with the σ and

σ* C−N orbitals of the breaking bonds anti to the three-
membered ring in transition structure 5b‡_anti. The blue and
red orbitals in each diagram overlap very strongly in 5b‡_anti,
but overlap poorly in the corresponding 5b‡_syn (not shown
here). These orbital interactions are responsible for the large
preference for anti elimination of N2 in the reaction of tetrazine
and cyclopropene. The TS for the loss of N2 located syn to the
cyclopropane moiety (5b‡_syn) lacks such stabilizing orbital

interactions due to poor orbital overlap. The anti C−N bond
lengths in 4b are somewhat larger than the syn bond lengths,
another indication of this interaction between the Walsh
orbitals and the anti C−N bonds even in the ground state of
4b. Indeed, it is poised to break the anti C−N bonds!
Figure 5c shows the highest occupied and lowest unoccupied

σ orbitals of cyclopropane, cyclobutane, and cyclopentane. As
shown in Figure 5a, the cyclopropane Walsh orbitals overlap
nearly perfectly with the breaking anti bonds but not the syn. As
the ring size increases, the overlap between the relevant orbitals
of cycloalkanes and the breaking anti σ* C−N orbitals
decreases, resulting in less facile N2 extrusion. Also, the
difference between syn and anti N2 extrusion barriers disappears
as this interaction becomes less important, and as the orbitals of
the larger rings overlap equally well with both the syn and the
anti C−N bonds.
We also studied the reactions between cyclopropene and

substituted tetrazines3,6-dimethyltetrazine (8) and 3,6-
bis(trifluoromethyl)tetrazine (9)to confirm that the phe-
nomena we observed in the model system also apply to more
realistic substituted systems used in experiments. Table 2 shows
the cycloaddition/retro-cycloaddition activation energies. The
observed substituent effects have been addressed in our
previous study:18 electron-donating methyl substituents stabi-
lize the tetrazine and raise cycloaddition reaction barriers, while
electron-withdrawing trifluoromethyl groups have the opposite
effects. The barriers for N2 extrusion and the preference for the
anti N2-extrusion pathway occur regardless of the substituent
groups on the tetrazine.

Quasiclassical Trajectories for Cycloadditions and N2
Extrusion. QCTs for the tetrazine−cyclopropene reaction
were initialized at the saddle point 3b‡ using TS normal-mode
sampling,26 as implemented in a customized version of the
Venus dynamics package.27 In QCT, the initial coordinates and
momenta are chosen in a way that includes zero-point energy
(ZPE) and thermal energies, in order to mimic a quantum
Boltzmann distribution of vibrational levels. Trajectories were
propagated with Gaussian 09,28 which implements the Hessian-
based predictor−corrector of Schlegel, Hase, and co-workers29

invoked by the BOMD keyword. A total of 512 trajectories
were propagated, each consisting of a forward and reverse
segment. For a given set of initial coordinates and momenta,
each trajectory was propagated until either reactants 1 and 2b
or product 6b was formed; then the sign of the initially sampled
momentum was reversed, and the trajectory propagated27 from
the initial geometry in reverse until either reactants 1 and 2b or

Figure 5. (a) Molecular orbital interactions responsible for the anti
loss of N2. Left: LUMO of cyclopropyl fragment (red) and
antisymmetric σ orbitals of breaking C−N bonds (blue). Right:
HOMO of cyclopropyl fragment (red) and symmetric σ* orbital of
breaking C−N bonds (blue). (b) For comparison to the drawings in
(a), the M06-2X HOMO of the 3,6-dihydrotetrazine is shown to
represent the tetrazine-derived fragment in 4b, alongside the LUMO
of cyclopropane to demonstrate the LUMO of the cyclopropene
fragment in 4b. (c) σ HOMOs and LUMOs of cyclopropane,
cyclobutane, and cyclopentane calculated at the M06-2X/6-31G(d)
level.

Table 2. Free Energies (ΔG, in kcal mol−1) at 298 K Calculated with M06-2X/6-31G(d) for the Stationary Points in Reactions
of Cyclopropene with Tetrazine, 3,6-Dimethyltetrazine, and 3,6-Bis(trifluoromethyl)tetrazine; B3LYP/6-31G(d) Results Are
Shown in Parentheses

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b00014
J. Am. Chem. Soc. 2015, 137, 4749−4758

4752

http://dx.doi.org/10.1021/jacs.5b00014


product 6b was formed. A full trajectory was retained if the
forward and reverse segments connected reactants 1 and 2b
with product 6b. There were 450 such trajectories, while 62
involved recrossings or simply unproductive trajectories. The
energy, gradient, and Hessian were calculated using the B3LYP
functional and 6-31G(d) basis set.28 These techniques have
been applied by our group to other cycloadditions and
molecular rearrangements.30−32

The same methods were used for the single trajectory (ST)
simulation; the ST is also initialized at the 3b‡ saddle point and
performed for the forward and backward directions. The ST is
propagated with no vibrational, even ZPE, or rotational energy.
Only 0.6 kcal mol−1 energy is included in the reaction
coordinate (the RT value at 298 K).
Rice−Ramsperger−Kassel−Marcus (RRKM) calculations

were carried out for 4b → 5b‡_syn and 4b → 5b‡_anti using
the Beyer−Swinehart direct count algorithm.33,34 The energy of
4b was the ZPE-corrected energy difference of 3b‡ and 4b.
To apply Eyring’s transition state theory (TST), activation

free energies (ΔG‡) between intermediate 4b and TS 5b‡, were
used to compute rate constants.
Quasiclassical dynamics performed at 25 °C show that, out of

450 productive trajectories started from 3b‡, 92 (20%) passed
through the high 5b‡_syn barrier after 4b formation, while 358
(80%) traversed through the lower energy TSs 5b‡_anti. This
leads to a predicted anti:syn ratio of 4:1, very different from the
4,000,000:1 ratio predicted by TST for a 9 kcal/mol−1

difference in ΔG‡ at 298 K. Such nonstatistical dynamics are
well known for chemically activated short-lived intermedi-
ates.35−37

In order to assess the inherent dynamical preferences
imposed by the PES on the anti and syn reaction channels,
we propagated a ST without vibrational energy, not even ZPE,
from 3b‡ toward 4b. Trends in vibrational, rotational, and
translational energy partitioning derived from this ST method
have been shown to track the mean energy partitioning derived
from QCTs.38−40,32c,b For this reason, an ST is useful for
condensing the complexities of QCTs into the dynamically
favored motions. Strikingly, the ST releases N2 via the higher
energy 5b‡_syn pathway, demonstrating a dynamical preference
for this reaction channel. Figure 6 shows local stretching mode
energies of the forming and breaking bonds during the ST (one
of the C−C bonds formed at 3b‡, one of the C−N anti bonds

broken at 5b‡_anti and one of the C−N syn bonds broken at
5b‡_syn).
After passage through 3b‡, almost all of the energy is

localized in the newly formed C−C bond. This energy arises
from the translational motion of the two reactants toward each
other, and this motion becomes a symmetric C−C stretch in
the product. The energy then preferentially channels into the
breaking syn C−N bond, which breaks readily due to this high
vibrational excitation. This explains why there is a dynamical
preference for the highly energetic 5b‡_syn pathway, but the
5b‡_anti channel is still preferred in the quassiclasical
trajectories, although much less than expected from the QM
energetics.
The vibrational normal modes sampled at 3b‡ that lead to

either syn or anti N2 extrusion were analyzed. There is one
specific mode at 3b‡ (ν3), that is correlated with the 5b‡_syn
pathway; i.e., it is dominantly excited in the starting structures
of the TS ensemble leading to 5b‡_syn trajectories. This normal
mode can be described as a symmetric rocking of the
cyclopropene with respect to the tetrazine that alters the
distance between N syn and the H on cyclopropane apex. This
motion leads to steric clashing between these two fragments,
which is relieved by stretching the syn C−N bonds, inducing
syn N2 loss.
On the other hand, normal mode ν6, when excited, leads

mostly to trajectories involving loss of the anti N2. This
vibration can be described as an asymmetric stretching of the
two forming C−C bonds, since one forming C−C bond is
shortened and the other is lengthened. This asymmetric stretch
of the forming bonds enhances the interaction of the
cyclopropane Walsh orbitals with the anti C−N bonds when
intermediate 4b is reached, and this enhances the preference
predicted from the QM calculations. Both vibrational modes
are shown in Figure 7. Notably, mode ν3 is 1.6 times more

excited in the transition structures leading to syn than to anti
trajectories, while mode ν6 is 1.9 times more excited for anti
than for syn trajectories.

Diels−Alder Intermediates Show Strong Nonstatisti-
cal Behavior. Transition zones were defined for the C−C
forming (3‡) and the C−N breaking (5‡) steps (see Supporting
Information for details). The TS zone for 3b‡ is the region
where the forming C−C bond lengths are within the 98th
percentile of the normal-mode sampling distribution at the

Figure 6. Evolution of local bond energies derived from a single
trajectory (ST) involving only translational energy (RT) in the
reaction coordinate. The dashed gray line depicts the time at which the
ST passes through transition state 5b‡_syn.

Figure 7. Vibrational modes in 3b‡ that are frequently associated with
syn and anti N2 extrusion pathways. Mode ν3 leads preferentially to
5b‡_syn and mode ν6 to 5b‡_anti. Mode ν3 is viewed along an axis
perpendicular to the symmetry plane (six atoms are eclipsed and not
visible).
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saddle point of 3b‡. Similarly, we define the transition zones for
syn and anti 5b‡ as the geometries within the 98th percentile of
the normal-mode sampling distribution with respect to the
breaking C−N bond at the saddle point of 5b‡.32 The distance
distributions are 2.30 ± 0.25 Å for 3b‡, 1.76 ± 0.14 Å for
5b‡_anti and 1.85 ± 0.18 Å for 5b‡_syn. The times to traverse
the transition zones essential with 3b‡ and 5b‡ are 53 ± 1 and
107 ± 6 fs, respectively, for the anti processes, and 56 ± 1 and
63 ± 3 fs, respectively, for the syn. The lifetime of intermediate
4b was defined as the elapsed time between departure from the
transition zone 3b‡ and entrance in transition zones 5b‡. Figure
8 shows details about the decay of the intermediate 4b lifetime
through anti and syn N2 eliminations. Considering the typical
period of a single C−C bond stretching (∼60 fs), 58% of the
productive trajectories passing through 5b‡_anti can be
regarded as dynamically concerted, a terminology that we
have defined as multiple bonding changes occurring on a time
scale faster than a C−C vibration.31 These trajectories skip
intermediate 4b completely. For the trajectories passing
through the higher energy 5b‡_syn, 70% are dynamically
stepwise, and these sample the intermediate minimum.
In order to monitor the dynamical effect of a change of the

mass of the alkene resulting from substitution, the related
quantities for reactions of ethylene (2a) and tetrafluoroethylene
(2c) are also compared in Figure 8 (see QM energies in
Supporting Information).
We have also analyzed many of the typical representative

trajectories for these reactions to give a more detailed picture of
how these reactions occur. Figure 9 represents typically
stepwise trajectories (in green) where the C−C bonds are
formed first to yield intermediate 4b; after spending about
200−300 fs vibrating in the intermediate region, it goes over

5b‡_anti to form product 6b. The same plot shows an example
of concerted trajectories (in red) in which no intermediate
vibrations occur after C−C bonds formation, and product 6b is
formed directly through 5b‡_anti, as well as trajectories (blue)
which are in between stepwise and fully concerted trajectories.
The very small intermediate lifetimes derived from the QCTs,
compared to those expected from TST or RRKM theory
(Table 3, see discussion below), clearly reveal the existence of
nonstatistical dynamic effects in this reaction. This behavior was
also found in the reactions of tetrazine (1) with ethylene (2a)
and tetrafluoroethylene (2c), whose dynamic profiles were
studied in the same manner as those for cyclopropene (2b).
Table 3 shows lifetimes of Diels−Alder adduct 4 produced

by tetrazine cycloadditions with the three alkenes (2a−c)
computed with B3LYP/6-31G(d) at four levels of dynamical
theory: canonical (298 K) and microcanonical quasiclassical
trajectories (QCT and μQCT) and canonical and micro-
canonical statistical theory (TST and RRKM). In TST, 4 is
assumed to be at equilibrium with its surroundings at 298 K;
the other methods do not incorporate that assumption. The
QCT decays at 298 K are strongly nonexponential (Figure 8),
and are not characterized by lifetimes. To summarize the
dynamics in a single table entry, we used the formal definition
of lifetime (time required to decay to 1/e of the starting
population). μQCTs were initialized with microcanonical
quasiclassical TS normal-mode sampling41 at a total energy
2.3 kcal mol−1 (the average vibrational excitation at 298 K)
above the ZPE of 3b‡. This energy matches the total energy
used in RRKM calculations. Comparison of μQCT and RRKM
lifetimes shows a factor of 2 difference in lifetimes of 4b with
respect to passage over the small barrier 5b‡_anti, but a factor
of 10 difference for passage over the larger barrier 5b‡_syn.

Figure 8. (A) Survival probability plots for the intermediates 4a−c (fraction of trajectories that have formed 4a−c but have not formed 6 vs time)
generated in the cycloaddition reactions of tetrazine (b) (anti and syn refer to the stereochemistries of the N2 extrusion pathways), ethylene (a), and
tetrafluoroethylene (c) derived from the QCT. The half-life times for each respective reaction (t1/2) are depicted. (B) The numbers of trajectories
that expel N2 in intervals of 40 fs are shown as insets on each plot.
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This is consistent with a dynamical preference for passage over
the higher barrier. Since the QCTs decay nonexponentially,
their lifetimes in Table 3 do not reflect the relative yields of
passage through 5b‡_anti and 5b‡_syn. Direct trajectory counts

give an anti/syn ratio of 4 ± 1 for QCTs at 298 K and 8 ± 3 for
μQCTs. The latter is substantially different from the anti/syn
ratio of 25:1 from RRKM lifetimes at the same total energy as
the μQCTs, and demonstrates a clear dynamical preference for
the higher syn barrier under these conditions.
During an enlightening discussion on the existence of

dynamical effects affecting the regioselectivy of hydroboration
reactions,42−44 Glowacki et al. proposed that vibrationally
excited intermediates can enter diverging pathways at different
rates while they are cooled by collision with solvent molecules,
translating into a nonstatistical regioselectivity.44 Although the
present study only refers to reactions in the gas phase, we
tested the possibility of solvent collisions affecting the anti/syn
reactive flux ratio by solving the energy-grained Master
Equation for a range of excess reactant concentrations and
collision rates (∼107 to ∼1017 s−1) with a He bath using the
Mesmer software45 (see Supporting Information). In all
realistic cases, the anti/syn ratio of rates was calculated to be
96:4, identical to the zero-pressure RRKM ratio. Collisional
effects on selectivity can be, thus, discarded for this reaction, at
least from the RRKM theory perspective.

Figure 9. Representative trajectories for the dynamically concerted (red), stepwise (green), and borderline (blue) reaction pathways for tetrazine (1)
+ cyclopropene (2b), ethylene (2a), and tetrafluoroethylene (2c) cycloadditions. Yellow stars are the positions of the stationary points (transition
structures or intermediates) and blue circles are the starting points of the trajectories shown.

Table 3. Lifetimes (fs) of Local Minimum 4 Computed at
Four Levels of Dynamical Theory with B3LYP/6-31G(d)

QCTa μQCTb RRKMc TSTd

cyclopropene (anti)e 90 ± 10 160 ± 10 87 6794
cyclopropene (syn)f 100 ± 10 210 ± 10 2195 7.9 × 109

tetrafluoroethylene 85 ± 10 558 1.6 × 107

ethylene 120 ± 10 1400 1.6 × 108

aQCTs initialized at TS 3‡ at 298 K. Lifetimes are nonexponential.
bInitialized at 3b‡ with microcanonical quasiclassical TS normal-mode
sampling (ref 41) with total energy 2.3 kcal mol−1 above ZPE.
Lifetimes are nonexponential. cTotal energy is 2.3 kcal mol−1 above
the ZPE of 3‡. d4 is assumed to be at equilibrium with its surroundings
at 298 K. eLifetime of 4b with respect to passage through 5b‡_anti.
fLifetime of 4b with respect to passage through 5b‡_syn. The statistical
error of the QCT and mQCT lifetimes (±10 fs) was considered to be
equal to the bin width used in calculating the survival probabilities.
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The combination of strongly nonexponential decay in Figure
8, large difference in μQCT vs RRKM lifetimes in Table 3, the
difference in anti/syn yield ratios for μQCTs vs RRKM at
identical total energies, and the differences in lifetimes for 298
K QCTs vs. RRKM in Table 3, describe a strongly
nonstatistical set of Diels−Alder adducts 4.
The survival probabilities of the intermediates 4 (fraction of

trajectories that have not formed product 6 vs time) show a
quite unusual behavior (Figure 8). Instead of typical mono- or
biexponential decays, step functions were obtained. Oscillatory
decay gated by vibrational modes is well known experimen-
tally46 and has been reported in trajectory simulations of
organic reactions.32b,47−49 Figure 10 shows the lifetime

distributions of the intermediates for these reactions. The
lifetime distribution P(t) = −(1/N(0)) dN(t)/dt is the negative
derivative of the survival probability N(t)/N(0), where N(t) is
the number of trajectories that have not yet formed a product at
time t. P(t) oscillates as expected from the step character of the
survival probabilities.
The oscillation period (∼40 fs) is common for all systems.

This observation implies that the same vibrational mode gates
the decomposition of all of the intermediates, and thus their
lifetimes. This gating mode was found to be the stretching
vibration of the newly formed C−C bonds in intermediates 4.
The relationship between the C−C bond length (that oscillates
during vibration) and the decay of the intermediate is shown in
Figure 11 for the reaction of tetrazine (1) and cyclopropene
(2b) following the anti N2 extrusion pathway.
The C1−C2 bond length oscillates approximately in parallel

with the lifetime distribution, first in an anticorrelated manner
(intermediate disappears when the bond is compressed) and in
a correlated manner after ∼100 fs (intermediate disappears
when the bond is elongated). This behavior is related to our
previous observation that the C−C vibration, excited as the
bimolecular collision energy is transformed into vibrational
energy in the product, is transferred into energy of the C−N
stretch that ultimately leads to N2 loss.

■ CONCLUSION
We have explored the cycloadditions of tetrazine with
representative dienophiles and subsequent loss of N2 from
the Diels−Alder adducts. Our focus has been on the reactions
of cyclopropene, derivatives of which are now commonly used
in bioorthogonal chemistry. The Diels−Alder reactions of
tetrazine with dienophiles 2, such as cyclopropene, at 298 K

lead to chemically activated bicyclic adducts 4 that exhibit
strongly nonstatistical dynamics. For most reactions, the
mechanism is actually a distribution of mechanisms, from
dynamically concerted formation of 4 and release of N2 to a
clearly stepwise mechanism with a longer-lived adduct. We have
discovered a stereoelectronic effect of the cyclopropene group
in intermediate 4b, which strongly facilitates loss of anti N2
from the intermediate adduct. Counteracting this stereo-
electronic effect to some extent, there is a 106-fold dynamical
preference for the higher energy syn N2 extrusion. This stresses
the major role of dynamical effects in coupled cycloaddition/
retro-cycloaddition reactions. Irrespective of the level of theory
used in the quantum mechanical optimizations, dynamical
effects should be taken into account to properly describe the
behavior of very reactive intermediates, in which significant
energy from previous steps is accumulated.
Finally, we have found that the intermediate adducts 4 decay

in a stepwise fashion. That is, the lifetime distributions of the
bicyclic adducts are oscillatory, with a periodicity that indicates
that the decays are gated by the C−C stretching mode.
Although solvent polarity effects are negligible for these

reactions involving very nonpolar transition states and
intermediates (μ < 5 D), the influence of collisional relaxation
with the solvent remains an open question that is gaining
increasing attention.50,51 Thus, the transferability of these gas-
phase results to the condensed phase will be explored in the
near future by means of hybrid QM/MM approaches as feasible
methods become available.

■ EXPERIMENTAL SECTION
Quantum Mechanical Methods. All DFT calculations were

performed with Gaussian 09.28 Geometry optimizations of all the
minima and TSs were carried out at the M06-2X52 level of theory with
the 6-31G(d) basis set, which has been found to give relatively
accurate energetics for cycloadditions.53,54 The vibrational frequencies
were computed at the same level to verify that optimized structures are
energy minima or TSs and to evaluate zero-point vibrational energies
and thermal corrections at 298 K. A quasiharmonic correction was

Figure 10. Lifetime distributions of the intermediates generated in the
reactions between tetrazines and cyclopropene (4b), ethylene (4a),
and tetrafluoroethylene (4c), derived from QCT. The zero in the X-
axis was set to the time for passage over the cycloaddition barrier (3‡).

Figure 11. Intermediate 4b lifetime distribution and average C−C
bond distance for the reaction between tetrazine and cyclopropene
resulting in the anti extrusion pathway. The C−C bond distance was
calculated by averaging the C−C distance at every step over all
trajectories. The zero in the X-axis was set to the time for passage over
the cycloaddition barrier (3‡).
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applied during the entropy calculation by setting all positive
frequencies that are less than 100 cm−1 to 100 cm−1.55 Results are
also reported using the B3LYP56 functional with the 6-31G(d) basis
set. This functional and basis set were used for subsequent trajectory
simulations, since it is substantially more economical than the more
accurate M06-2X functional. Our previous studies showed that for
Diels−Alder cycloaddition reactions, B3LYP overestimates the barriers
by about 5 kcal mol−1 and underestimates the reaction exothermicity
by about 10 kcal mol−1.57 Systematic errors found there are confirmed
in this particular reaction between parent tetrazine and ethylene. The
barrier for the cycloaddition step (3a‡) calculated with B3LYP is 6.0
kcal mol−1 higher than with M06-2X; the energy of cycloadduct 4a
computed with B3LYP is 10.2 kcal mol−1 higher than with M06-2X.
Method for Transition-State Normal-Mode Sampling at a

Given Temperature. For each normal mode i, the number of
vibrational quanta is sampled from a harmonic quantum Boltzmann
distribution. The energy of mode i is randomly assigned to kinetic and
potential energy, and the resulting normal-mode coordinates Qi and
momenta Pi are randomly assigned a phase. Cartesian coordinates qi
and momenta pi are obtained by transforming Qi and Pi by the
eigenvectors of the harmonic force constant matrix. This trans-
formation is not exact because vibrations are anharmonic, and energy
E_traj obtained by the transformation usually differs from the energy
E_chosen selected by sampling. The qi and pi are then scaled by a factor
(E_traj/E_chosen)1/2, and the process is iterated a few times until
E_traj is within 0.1% of E_chosen. The process is repeated for all 3N−
7 bound modes. For the transition vector, the kinetic energy is
sampled from a classical Boltzmann distribution at temperature T.
Method for Computing Normal-Mode Energies during

Trajectories. The procedure is based on the Raff velocity projection
method.58 In the present paper, the method is used to compute mode
energies of trajectories that are initialized at 3‡ and subsequently move
within 4, the Diels−Alder intermediate. Two files are needed: a
trajectory file containing coordinates and momenta vs time, and a file
with the optimized geometry and normal-mode eigenvectors of 4. At
each time t, the Cartesian velocities are projected onto each normal-
mode eigenvector of the stationary point 4. This gives a set of normal-
mode kinetic energies at time t. This is repeated over a time interval
tavg that is longer than the vibrational period of the lowest frequency
mode of 4. For each mode, the kinetic energy is averaged over tavg to
get the mean kinetic energy of each mode. With the assumption that
equipartition of kinetic and potential energy is valid over tavg, the mean
kinetic energy of each mode is multiplied by 2 to get the mode energy.
The Raff procedure implicitly assumes that the coordinates at each

point are oriented to match the orientation of the 4 stationary point as
much as possible. This is accomplished by rotating the instantaneous
coordinates and momenta to the Eckart frame,59,60 which minimizes
the root-mean-square deviation from the equilibrium geometry of 4 in
mass-weighted Cartesian coordinates.61 We used the quaternion
method for rotating to the Eckart frame.62

RRKM Calculations. RRKM calculations were carried out using an
available program63 and employing the Beyer−Swinehart direct count
algorithm.64 The intermediate 4 was used as the starting point for the
rate calculations and the energy employed was the zero-point-
corrected energy difference between 3‡ and 4.
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(13) Yang, J.; Šecǩute,̇ J.; Cole, C. M.; Devaraj, N. K. Angew. Chem.,
Int. Ed. 2012, 51, 7476−7479.
(14) Thomas, J. D.; Cui, H.; North, P. J.; Hofer, T.; Rader, C.; Burke,
T. R. Bioconjugate Chem. 2012, 23, 2007−2013.
(15) Devaraj, N. K. Synlett 2012, 23, 2147−2152.
(16) Liang, Y.; Mackey, J. L.; Lopez, S. A.; Liu, F.; Houk, K. N. J. Am.
Chem. Soc. 2012, 134, 17904−17907.
(17) Kamber, D. N.; Nazarova, L. A.; Liang, Y.; Lopez, S. A.;
Patterson, D. M.; Shih, H.-W.; Houk, K. N.; Prescher, J. A. J. Am.
Chem. Soc. 2013, 135, 13680−13683.
(18) Liu, F.; Paton, R. S.; Kim, S.; Liang, Y.; Houk, K. N. J. Am.
Chem. Soc. 2013, 135, 15642−15649.
(19) Sadasivam, D. V.; Prasad, E.; Flowers, R. A.; Birney, D. M. J.
Phys. Chem. A 2006, 110, 1288−1294.
(20) (a) Lyons, B. A.; Pfeifer, J.; Peterson, T. H.; Carpenter, B. K. J.
Am. Chem. Soc. 1993, 115, 2427−2470. (b) Reyes, M. B.; Carpenter, B.
K. J. Am. Chem. Soc. 2000, 122, 10163−10176. (c) Sorescu, D. C.;
Thompson, D. L.; Raff, L. M. J. Chem. Phys. 1995, 102, 7910−7924.
(21) Kleier, D. A.; Binsch, G.; Steigel, A.; Sauer, J. J. Am. Chem. Soc.
1970, 92, 3787−3789.
(22) Chai, J.-D.; Head-Gordon, M. Phys. Chem. Chem. Phys. 2008, 10,
6615−6620.
(23) Neese, F.; Schwabe, T.; Kossmann, S.; Schirmer, B.; Grimme, S.
J. Chem. Theory Comput. 2009, 5, 3060−3073.
(24) Scalmani, G.; Frisch, M. J. J. Chem. Phys. 2010, 132, No. 114110.
(25) de Meijere, A. Angew. Chem., Int. Ed. Engl. 1979, 18, 809−886.
(26) Peslherbe, G. H.; Wang, H. B.; Hase, W. L. Monte Carlo
sampling for classical trajectory simulations. Monte Carlo Methods in
Chemical Physics; John Wiley & Sons Inc.: New York, 1999; Vol. 105,
pp 171−201.
(27) Hase, W. L.; Duchovic, R. J.; Hu, X.; Komornicki, A.; Lim, K. F.;
Lu, D.-h.; Peslherbe, G. H.; Swamy, K. N.; Linde, S. R. V.; Varandas,
A.; Wang, H.; Wolf, R. J., Venus96: A general chemical dynamics

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b00014
J. Am. Chem. Soc. 2015, 137, 4749−4758

4757

http://pubs.acs.org
mailto:houk@chem.ucla.edu
http://dx.doi.org/10.1021/jacs.5b00014


computer program. Quantum Chemistry Program Exchange; Indiana
University: Bloomington, IN, 1996; Program No. QCPE 1671.
(28) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A.; Nakatsuji, H.; Caricato, M.; Li, X.; Hratchian, H.
P.; Izmaylov, A. F.; Bloino, J.; Zheng, G.; Sonnenberg, J. L.; Hada, M.;
Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima,
T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.; Montgomery, J. A., Jr.;
Peralta, J. E.; Ogliaro, F.; Bearpark, M.; Heyd, J. J.; Brothers, E.; Kudin,
K. N.; Staroverov, V. N.; Kobayashi, R.; Normand, J.; Raghavachari, K.;
Rendell, A.; Burant, J. C.; Iyengar, S. S.; Tomasi, J.; Cossi, M.; Rega,
N.; Millam, J. M.; Klene, M.; Knox, J. E.; Cross, J. B.; Bakken, V.;
Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.;
Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Martin, R. L.;
Morokuma, K.; Zakrzewski, V. G.; Voth, G. A.; Salvador, P.;
Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Ö. Farkas, Foresman,
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